On Stability and Stabilization of Perturbed Time Scale Systems with Gronwall Inequalities
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In the paper, new nonlinear time scale integral inequalities are given. By means of the explicit integral bounds, we derive sufficient conditions for the uniform asymptotic stability of perturbed systems on time scales. In the sequel, basing on Lyapunov’s direct method, we develop the required type of stability.
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1. Introduction

The time scale theory, which has lately attracted much attention of many authors [6, 7], stems from doctoral dissertation research performed by Stefan Hilger in 1988 in [16] and continued in [17]. The field of dynamic equations on time scale gathers bonds and expands the standard theories of differential and difference equations. Such an extension gives us an opportunity to regard the continuous and discrete cases simultaneously. The stability theory is one of the important branches of differential equation theory. Multiple research activities are mainly focused on this approach (see [10] and [22]). Some of the results are obtained for time scale dynamic equations in [21]. In particular, the time scale stability analysis was launched in 1990s with the work of Aulbach and Hilger [2]. A particular attention was paid to the linear delta differential equations and to the
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asymptotic stability using Lyapunov approach in [18]. Latterly, there have been several papers (Dacunha [13], Peterson and Raffoul [31], Bohner and Martynyuk [8], Martynyuk [27], Martynyuk et al. [28]) studying the properties of exponential stability of dynamical time scale systems. Perturbation theory is a pertinent discipline for the applications of time scale dynamics which is a compilation of methods systematically used to evaluate the global behavior of solutions to both difference and differential equations. Within the same context, we are concerned about developing some categories of perturbed time scale dynamics having the formula

\[ x^\Delta(t) = A(t)x + F(t, x), \]  

where \( A : T \to \mathbb{R}^{n \times n} \) is a regressive matrix valued function and an rd-continuous vector valued function \( F : T \times \mathbb{R}^n \to \mathbb{R}^n \) (see the definition of the right-dense continuous function 2.5), satisfying \( \|F(t, 0)\| \leq F_0 \) on \( T \), regarded as a disturbance to the linear system

\[ x^\Delta(t) = A(t)x. \]  

Concerning the continuous type, i.e., \( T = \mathbb{R} \), several results related to asymptotic stability using Lyapunov techniques were obtained (see [5, 14, 15]). At first, one of the methods of the perturbation theory was referred to integral inequalities to quest some type of stability. In the last few years, the search was directed to the time scale integral inequalities by using diverse techniques and some significant results were obtained (see [8, 30, 24, 25]). We are interested in further generalizing some nonlinear dynamic integral estimations. We show generalizations of some dynamic inequalities for handling the qualitative behavior of trajectories of time scale perturbed systems. Here we get the explicit bounds of solutions through certain adequate time scale integral inequalities. Lyapunov’s direct method is one of the tools used for investigating the stability of a certain class of systems, namely, a perturbed one. The idea of this method is to develop the stability of the given system by measuring the rate change of the energy of the modulated system. Lyapunov’s stability was studied for time scale dynamics by Kaymakcalan [20]. Hoffacker and Tisdell [19] also studied Lyapunov’s direct method. Specifically, Dacunha [13] extended Lyapunov’s second (direct) method for application to the stability analysis of certain classes of dynamics (e.g., slowly time-varying systems), developed and solved a time scale algebraic Lyapunov equation. In this work, we obtain some stability results for the considered system in the spirit of Lyapunov’s direct method even for the case where \( V^\Delta \) is nonnegative semi-definite. Basing on the work of Dacunha [13], we expect that under certain conditions imposed on their perturbations and some matrix inequalities, involving a symmetric definite positive matrix function, some stability properties are insured for solutions of system (2). As an application, we give a result of stabilizability of the control nonlinear time scale system. The paper starts with an
appropriate framework of time scale calculus. We also introduce some definitions of stability needed to characterize asymptotic trajectory behaviors for or near the origin. Establishing some time scale integral inequalities improves studying of stability of perturbed dynamics, which is one of the main points of our results. Finally, the stability asymptotic convergence will be ensured by the time scale Lyapunov’s direct method.

2. Time Scale and Stability Analysis

2.1. Time scale essentials

First, we will briefly mention some basic definitions and results of time scale calculus for reader’s convenience, as they are detailed in the books of M. Bohner and A. Peterson (see [7] and [6]).

Definition 2.1. A time scale $\mathbb{T}$ is a nonempty closed subset of the set $\mathbb{R}$ of real numbers.

The standard cases comprise $\mathbb{T} = \mathbb{R}$, $\mathbb{T} = \mathbb{Z}$, $\mathbb{T} = h\mathbb{Z}$ for $h > 0$. We assume throughout that $\mathbb{T}$ has the topology that is inherited from the standard topology on $\mathbb{R}$. The notation $\mathbb{T}_{a}^{+}$, and so on, will denote time scales intervals such that $\mathbb{T}_{a}^{+} = \{ t \in \mathbb{T}; a \leq t \}$, where $a \in \mathbb{T}$. Since a time scale may not be connected, we need the following concept of jump operators.

Definition 2.2. For $t \in \mathbb{T}$, we define:

- the forward jump operator $\sigma : \mathbb{T} \to \mathbb{T}$ by $\sigma(t) := \inf\{ s \in \mathbb{T}; s > t \}$;
- the backward jump operator $\rho : \mathbb{T} \to \mathbb{T}$ by $\rho(t) := \sup\{ s \in \mathbb{T}; s < t \}$;
- the graininess function $\mu : \mathbb{T} \to \mathbb{R}_{+}$ by $\mu(t) := \sigma(t) - t$.

Finally, we define the set $\mathbb{T}^{\kappa}$ in the following way: $\mathbb{T}^{\kappa} := \mathbb{T} - [\rho(\sup \mathbb{T}), \sup \mathbb{T}]$ if $\sup \mathbb{T} < \infty$, otherwise, $\mathbb{T}^{\kappa} := \mathbb{T}$.

The jump operators $\sigma$ and $\rho$ allow the classification of points in $\mathbb{T}$ in the following way:

Definition 2.3. A non-maximal element $t \in \mathbb{T}$ is said to be right-dense if $\sigma(t) = t$, right-scattered if $\sigma(t) > t$, left-dense if $\rho(t) = t$, left-scattered if $\rho(t) < t$.

In the case $\mathbb{T} = \mathbb{R}$, we have $\sigma(t) = t$, and if $\mathbb{T} = h\mathbb{Z}$ for $h > 0$, then $\sigma(t) = t + h$. 
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Definition 2.4. Let $f$ be a function defined on $\mathbb{T}$ and let $t \in \mathbb{T}^\kappa$. Then we define $f^\Delta(t)$ to be the number (provided it exists) with the following property: for any $\varepsilon > 0$, there is a neighborhood $U$ of $t$ (i.e., $U = [t - \delta, t + \delta]_{\mathbb{T}}$ for some $\delta$) such that
\[
|[f(\sigma(t)) - f(s)] - f^\Delta(t)[\sigma(t) - s]| \leq \varepsilon|\sigma(t) - s|
\]
for all $s \in U$. We call $f^\Delta(t)$ the delta derivative of $f$ at $t$. Moreover, we say that $f$ is delta differentiable on $\mathbb{T}^\kappa$ provided $f^\Delta(t)$ exists for all $t \in \mathbb{T}^\kappa$.

Remark 2.1. Note that in the case $\mathbb{T} = \mathbb{R}$, we have $f^\Delta(t) = f'(t)$ and when $\mathbb{T} = \mathbb{Z}$, we get $f^\Delta(t) = \Delta f(t) = f(t + 1) - f(t)$.

Definition 2.5.
- A function $f : \mathbb{T} \to \mathbb{R}$ is called rd-continuous (denote $f \in C_{rd} := C_{rd}(\mathbb{T}, \mathbb{R})$), if
  (i) $f$ is continuous at every right-dense point on $\mathbb{T}$,
  (ii) $\lim_{s \to t^-} f(s)$ exists and it is finite at every left-dense point $t \in \mathbb{T}$.
- A function $f : \mathbb{T} \times \mathbb{R}^n \to \mathbb{R}^n$ is said to be rd-continuous, if $h$ defined by $h(t) = f(t, x(t))$ is rd-continuous for any continuous function $x : \mathbb{T} \to \mathbb{R}^n$.

Definition 2.6. Let $f \in C_{rd}(\mathbb{T}, \mathbb{R})$. Then a function $F : \mathbb{T} \to \mathbb{R}$ is called antiderivative of $f$ on $\mathbb{T}$ if it is differentiable on $\mathbb{T}^\kappa$ and satisfies $F^\Delta(t) = f(t)$ for any $t \in \mathbb{T}^\kappa$. In this case, we define the Cauchy integral
\[
\int_{a}^{t} f(s)\Delta s = F(t) - F(a) \text{ for all } a, t \in \mathbb{T}.
\]
For a more general definition of the delta integral, see [6, section 1.4].

Definition 2.7.
- An rd-continuous function $p : \mathbb{T} \to \mathbb{R}$ is said to be regressive (denote $p \in \mathcal{R}(\mathbb{T}, \mathbb{R})$) if, at all $t \in \mathbb{T}^\kappa$,
  \[1 + \mu(t)p(t) \neq 0.\]
- $\mathcal{R}^+$ is the set of all positively regressive elements of $\mathcal{R}$ such that
  \[
  \mathcal{R}^+ = \{ p \in \mathcal{R} : 1 + \mu(t)p(t) > 0 \text{ for all } t \in \mathbb{T} \}.
  \]
Throughout we let $t_0 \in \mathbb{T}$. 
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Definition 2.8. Let $p \in \mathcal{R}$. Consider the regressive dynamic initial value-problem

$$x(\Delta)(t) = p(t)x, \quad x(t_0) = 1. \quad (3)$$

The exponential function $x(t) = e_p(t, t_0)$ is the unique solution of (3) on $\mathbb{T}$.

For what follows, we need several theorems presented below.

Theorem 2.1. (Comparison Theorem). Let $x, f \in C_{rd}$ and $p \in \mathcal{R}^+$. Then

$$x(\Delta)(t) \leq p(t)x(t) + f(t), \quad \text{for all } t \in \mathbb{T},$$

implies

$$x(t) \leq x(t_0)e_p(t, t_0) + \int_{t_0}^{t} e_p(t, \sigma(\tau))f(\tau)\Delta \tau \quad \text{for all } t \in \mathbb{T}. \quad (4)$$

Theorem 2.2. (Gronwall’s Inequality). Let $x, f \in C_{rd}$ and $p \in \mathcal{R}^+(\mathbb{T}, \mathbb{R}_+)$. Then

$$x(t) \leq f(t) + \int_{t_0}^{t} x(\tau)p(\tau)\Delta \tau, \quad \text{for all } t \in \mathbb{T},$$

implies

$$x(t) \leq f(t) + \int_{t_0}^{t} e_p(t, \sigma(\tau))f(\tau)p(\tau)\Delta \tau \quad \text{for all } t \in \mathbb{T}. \quad (5)$$

Now, we find the comparison relations from [9] between the general exponential function on time scales and the classical exponential function.

Lemma 2.1. For a nonnegative $p$ with $-p \in \mathcal{R}^+$, we have the inequalities

$$1 - \int_{t_0}^{t} p(u)\Delta u \leq e_{-p}(t, t_0) \leq \exp\{-\int_{t_0}^{t} p(u)\Delta u\} \quad \text{for all } t \in \mathbb{T}_0^+. \quad (4)$$

If $p$ is rd-continuous and nonnegative, then

$$1 + \int_{t_0}^{t} p(u)\Delta u \leq e_p(t, t_0) \leq \exp\{\int_{t_0}^{t} p(u)\Delta u\} \quad \text{for all } t \in \mathbb{T}_0^+. \quad (5)$$
2.2. Definitions of stability

We consider the dynamic system defined on a time scale $T$ as below

$$x^\Delta(t) = f(t, x),$$

(6)

where $x \in \mathbb{R}^n$ and $f : T \times \mathbb{R}^n \to \mathbb{R}^n$ is rd-continuous with $\|f(t, 0)\| \leq f_0$. Also assume that the conditions for the existence and uniqueness of solutions of this system are satisfied for all initial states $(t_0, x_0) \in T \times \mathbb{R}^n$. For further explanations concerning the existence and uniqueness of solutions of nonlinear systems, it is recommended to refer to [6, section 8.2]. Designate any solution of (6) with the initial state $(t_0, x_0)$ by $x(t) = x(t, t_0, x_0)$.

Definitions of stability of time scale systems are obtained by a slight modification of their standard definitions for ordinary differential equations. At first, we start from the stability characterization of trajectories closely related to the stability of the trivial null solution of the corresponding variational equation. So, the origin is required to be an equilibrium point.

**Definition 2.9.**

- The zero solution of (6) is said to be uniformly stable if for any $\varepsilon > 0$ there exists a $\delta = \delta(\varepsilon) > 0$ such that
  $$\|x(t_0)\| < \delta \Rightarrow \|x(t, t_0, x_0)\| < \varepsilon, \quad \forall t \in T_{t_0}^+. \quad (7)$$

- The zero solution of (6) is said to be uniformly asymptotically stable if it is uniformly stable and there exists $c > 0$, independent of $t_0$, such that
  $$\|x(t_0)\| < c \Rightarrow \lim_{t \to +\infty} \|x(t, t_0, x_0)\| = 0 \quad (8)$$
  uniformly in $t_0$.

- The zero solution of (6) is said to be uniformly globally asymptotically stable if it is uniformly stable, $\delta(\varepsilon)$ can be chosen to satisfy $\lim_{\varepsilon \to +\infty} \delta(\varepsilon) = +\infty$, and the relation (8) holds for every $x(t_0) \in \mathbb{R}^n$.

- The zero solution of (6) is said to be uniformly exponentially stable if there exist the constants $\lambda, \gamma > 0$ with $-\lambda \in \mathbb{R}^+$ such that for any $t_0$ and $x(t_0)$, the corresponding solution satisfies
  $$\|x(t)\| \leq \gamma e^{-\lambda(t, t_0)}\|x_0\| \quad \forall t \in T_{t_0}^+. \quad (9)$$

The positif reals $\gamma$ and $\lambda$ are the so-called growth constants.
For $t \in \mathbb{T}$, dynamical system (6) is said to be uniformly practically exponentially stable if there exists a positive decreasing rd-continuous function $r(t)$ vanishing at infinity and positive constants $\gamma, \lambda$, with $-\lambda \in \mathbb{R}^+$ ($\gamma$ is independent on any initial state $(t_0, x_0)$) such that

$$
\|x(t)\| \leq \gamma e^{-\lambda(t, t_0)}\|x_0\| + r(t) \text{ for all } t \geq t_0.
$$

Remark 2.2. The last type of the stability aspect relates to the case where the size of initial states can at random increase and the corresponding trajectories converge, in a stable way by a decaying time-scale exponential function, to a small neighborhood of the origin. Especially, the definition below merely serves to characterize the problem of asymptotic stability not for the origin, but for a neighborhood of the origin approximated by a small ball of radius $\bar{r} := \sup\{r(t), t \in \mathbb{T}\}$ centered at the origin.

**Definition 2.10.** A mapping $A : \mathbb{T} \to M_n(\mathbb{R})$ is called regressive if for each $t \in \mathbb{T}^k$ the $n \times n$ matrix $I_n + \mu(t)A(t)$ is invertible, where $I_n$ is the identity matrix. The class of all regressive and rd-continuous functions $A$ from $\mathbb{T}$ to $M_n(\mathbb{R})$ is denoted by $\mathcal{C}_{rd} \mathcal{R}(\mathbb{T}, M_n(\mathbb{R}))$.

**Definition 2.11.** Let $t_0 \in \mathbb{T}$. The unique matrix-valued solution of the IVP,

$$
X_{\Delta}(t) = A(t)X(t), \ X(t_0) = I_n,
$$

where $A \in \mathcal{C}_{rd} \mathcal{R}(\mathbb{T}, M_n(\mathbb{R}))$, is called the matrix exponential function and it is denoted by $\Phi_A(t, t_0)$.

Remark 2.3. For more properties of the matrix exponential function we refer to [6, section 5.1] and to [12] for its explicit form using Peano–Baker series.

S.K. Choi, D.M. Im, and N. Koo in [11] proved that the stability of (2) is equivalent to the boundedness of all its solutions when $A \in \mathcal{C}_{rd} \mathcal{R}(\mathbb{T}, M_n(\mathbb{R}))$. Also, DaCunha in [13] proved that the uniform stability of (2) is similar to the uniform boundedness of all its trajectories with respect to the initial point $t_0$, given $A \in \mathcal{C}_{rd} \mathcal{R}(\mathbb{T}, M_n(\mathbb{R}))$.

### 3. Main Results

#### 3.1. Integral dynamic inequalities

We begin by recalling Pachpatte’s inequality. The following lemma is useful in our main results and its proof in [30] uses the time scale version of the inequality obtained by Sansone and Conti [29, p. 86]. By using Comparison Theorem 2.1 and Gronwall’s inequality 2.2, we get it.
Lemma 3.1. Let \( a \in \mathbb{T}, \chi, \varphi, \vartheta \in C_{rd}(\mathbb{T}, \mathbb{R}^+) \) and \( \varphi \) be delta-differentiable on \( \mathbb{T} \) with \( \varphi^\Delta(t) \geq 0 \). If
\[
\chi(t) \leq \varphi(t) + \int_a^t \vartheta(s)\chi(s)\Delta s, \quad t \in \mathbb{T}^\kappa,
\]
then
\[
\chi(t) \leq \varphi(a)e^{\vartheta(t,a)} + \int_a^t \varphi^\Delta(s)e^{\vartheta(t,\sigma(s))}\Delta s, \quad t \in \mathbb{T}^\kappa.
\]

In this section, some Gronwall nonlinear dynamical integral inequalities on time scales are enumerated by putting a nonlinear term in the integral kernel on the right side.

Lemma 3.2. Let \( \phi, \varphi, \psi, \alpha, \chi \in C_{rd}(\mathbb{T}, \mathbb{R}^+) \) and \( a \in \mathbb{T} \). Then
\[
\phi(t) \leq \varphi(t) + \psi(t) \int_a^t \{ \alpha(s)\phi(s) + \chi(s) \} \Delta s
\]
implies
\[
\phi(t) \leq \varphi(t) + \psi(t) \int_a^t \{ \alpha(s)\varphi(s) + \chi(s) \} \exp \left[ \int_{\sigma(s)}^t \alpha(\tau)\psi(\tau)\Delta \tau \right] \Delta s \quad (12)
\]
for all \( t \in \mathbb{T}^+ \).

Proof. For \( t \in \mathbb{T}^+ \), define a function \( z(t) \) as
\[
z(t) = \int_a^t \{ \alpha(s)\phi(s) + \chi(s) \} \Delta s.
\]
Thus, we have
\[
\phi(t) \leq \varphi(t) + \psi(t)z(t) \quad (13)
\]
and
\[
z^\Delta(t) = \alpha(t)\phi(t) + \chi(t) \leq [\alpha(t)\psi(t)]z(t) + [\alpha(t)\varphi(t) + \chi(t)]. \quad (14)
\]
Using Comparison Theorem 2.1 for (14), it follows that
\[
z(t) \leq \int_a^t e^{\alpha\psi(t,\sigma(s))}[\alpha(s)\varphi(s) + \chi(s)]\Delta s. \quad (15)
\]
Indeed, by exponential approximation (5), we get

\[ e_{αψ}(t, σ(s)) ≤ \exp\left(\int_{σ(s)}^{t} α(τ)ψ(τ)∂τ\right). \tag{16} \]

This, together with relations (16) and (13), gives the required inequality in (12) for all \( t ∈ T^{+}_a \).

For the same considered aim, we postulate the following result involving a Lipschitz-type function in the integral kernel.

**Theorem 3.1.** Let \( a ∈ T, φ, ψ ∈ C_{rd}(T, R^+) \) and \( P, Q : T × R^+ → R^+ \) are rd-continuous functions satisfying

\[ 0 ≤ P(t, x) − P(t, y) ≤ Q(t, y)(x − y), \quad t ∈ T, \quad x ≥ y ≥ 0. \tag{17} \]

Then

\[ φ(t) ≤ φ(t) + ψ(t) \int_{a}^{t} P(s, φ(s))Δs, \quad t ∈ T^κ, \]

implies

\[ φ(t) ≤ φ(t) + ψ(t) \int_{a}^{t} P(s, φ(s))\exp[\int_{σ(s)}^{t} Q(r, φ(r))ψ(r)∂r]Δs, \quad t ∈ T^κ. \tag{18} \]

**Proof.** Define a function on \( T \) by

\[ y(t) := \int_{a}^{t} P(s, φ(s))Δs. \]

Then, a \( Δ \)-derivative of \( y \) with respect to \( t ∈ T^κ \) yields \( y^Δ(t) = P(t, φ(t)) \).

Using Lipchitz condition (17), for any \( t ∈ T^κ \), we get

\[ y^Δ(t) = P(t, φ(t)) ≤ P(t, φ(t) + ψ(t)y(t)), \]

\[ P(t, φ(t) + ψ(t)y(t)) ≤ P(t, φ(t)) + Q(t, φ(t))ψ(t)y(t), \]

\[ y^Δ(t) ≤ P(t, φ(t)) + Q(t, φ(t))ψ(t)y(t). \tag{19} \]

By delta-integrating relation (19) from \( a \) to \( t ∈ T^κ \), we have

\[ y(t) = \int_{a}^{t} y^Δ(s)Δs ≤ \int_{a}^{t} P(s, φ(s))Δs + \int_{a}^{t} Q(s, φ(s))ψ(s)y(s)Δs. \tag{20} \]
Define two functions on \( T \),

\[
\varrho(t) = \int_a^t P(s, \varphi(s)) \Delta s \quad \text{and} \quad \vartheta(t) = Q(t, \varphi(t)) \psi(t).
\] (21)

Then inequality (20) can be written as

\[
y(t) \leq \varrho(t) + \int_a^t \vartheta(s) y(s) \Delta s.
\] (22)

By Lemma 3.1, relation (22) becomes

\[
y(t) \leq \int_a^t P(s, \varphi(s)) e^{\vartheta(t, \sigma(s)))} \Delta s.
\] (23)

From Lemma 2.1, it follows that

\[
e^{\vartheta(t, \sigma(s)))} \leq \exp\{ \int_{\sigma(s)}^t Q(r, \varphi(r)) \psi(r) \Delta r \}.
\] (24)

By combining relations (21), (23) and (24), we have that

\[
y(t) \leq \int_a^t P(s, \varphi(s)) e^{\int_{\sigma(s)}^t Q(r, \varphi(r)) \psi(r) \Delta r}) \Delta s,
\]

from which we obtain the desired integral inequality (18).

**Lemma 3.3.** Assume that \( a \in T, \phi, \varphi, \psi \in C_{rd}(T, \mathbb{R}_+) \). Let \( R(.,.) : T \times \mathbb{R}_+ \to \mathbb{R}_+ \) be an rd-continuous function. In addition, the partial derivative with respect to \( x \) is a positive rd-continuous function and monotone decreasing for \( x \in \mathbb{R}_+^* \).

Then

\[
\phi(t) \leq \varphi(t) + \psi(t) \int_a^t R(u, \phi(u)) \Delta u, \quad t \in T^\kappa
\]

implies

\[
\phi(t) \leq \varphi(t) + \psi(t) \int_a^t R(u, \varphi(u)) e^{\int_{\sigma(u)}^t \frac{\partial R}{\partial x}(r, \varphi(r)) \psi(r) \Delta r} \Delta u, \quad t \in T^\kappa.
\]
Proof. Applying the mean value theorem for the function $R(t,.), \text{then for every } x \geq y > 0 \text{ and } t \in \mathbb{T}$, there exists $c \in ]y,x[ \text{ such that}$

$$R(t,x) - R(t,y) = \frac{\partial R}{\partial x}(t,c)(x - y)$$

and, therefore, from monotony of partial derivative of $R$ with respect to $x$, we get

$$R(t,x) - R(t,y) \leq \frac{\partial R}{\partial x}(t,y)(x - y),$$

which implies that $R$ satisfies relation (17) with $Q(.,.) = \frac{\partial R}{\partial x}(.,.)$.

The proof of the above lemma follows now by using the arguments similar to those of Theorem 3.1. We omit the details.

Lemma 3.4. Assume that $a \in \mathbb{T}, \varphi, \psi, \phi, \alpha \in C_{rd}(\mathbb{T}, \mathbb{R}^+), \text{and } \beta : \mathbb{R}_+ \to \mathbb{R}_+$ \text{ is a differentiable increasing function on } [0, +\infty[ \text{ with continuous decreasing first derivative } \beta' \text{ on } ]0, +\infty[. \text{ If } \phi \text{ satisfies}$

$$\phi(t) \leq \varphi(t) + \psi(t) \int_a^t \alpha(u)\beta(\phi(u))\Delta u, \ t \in T^\kappa,$$

then we have the bound

$$\phi(t) \leq \varphi(t) + \psi(t) \int_a^t \alpha(u)\beta(\phi(u)) \exp \int_{\sigma(u)}^t \alpha(r)\beta'(\varphi(r))\psi(r)\Delta r \Delta u, \ t \in T^\kappa.$$

Proof. The proof is essentially identical to that of Lemma 3.3.

Theorem 3.2. Let $a \in \mathbb{T}$. If $\phi, \varphi, \psi, h \in C_{rd}(\mathbb{T}, \mathbb{R}^+)$ and $P, Q : \mathbb{T} \times \mathbb{R}_+ \to \mathbb{R}_+$, \text{are rd-continuous functions satisfying condition (17), then for every nonnegative rd-continuous positive function } \phi \text{ satisfying the inequality}$

$$\phi(t) \leq \varphi(t) + \psi(t) \int_a^t [P(s, \phi(s)) + h(s)]\Delta s, \ t \in T^\kappa$$

implies

$$\phi(t) \leq \varphi(t) + \psi(t) \int_a^t \{P(s, \varphi(s)) + h(s)\} \times \exp \int_{\sigma(s)}^t Q(r, \varphi(r))\psi(r)\Delta r \Delta s, \ t \in T^\kappa.$$
Proof. Let us consider the mapping:

\[ y : \mathbb{T} \rightarrow \mathbb{R}_+ \]

\[ t \rightarrow y(t) := \int_a^t \{P(s, \phi(s)) + h(s)\} \Delta s. \]

The remainder of the proof is similar to that of Theorem 3.1 and we omit it here.

\[ \square \]

3.2. Stability via integral inequalities

Due to the form of the required system (1) that modulates a perturbation of phenomena registered by a time-varying dynamical linear system (2), there is an explicit form of solutions obtained in the same way as those for the discrete and continuous cases given by Alekseev’s formula in 1961 (see [1], or some of its generalizations [26]). Thus, we are going to utilize the recording time scale version of the variation of parameters formula, shown in [8, section 3], to analyze stability estimations.

In what follows, we note with \( x(.) = x(., t_0, x_0) \) an arbitrary solution of the perturbed time scale system (1).

**Theorem 3.3.** Consider the regressive time-varying perturbed system

\[ x^\Delta(t) = A(t)x + F(t, x), \; x(t_0) = x_0, \quad (25) \]

where \( x_0 \in \mathbb{R}^n \). Then every solution can be written in the form

\[ x(t) = \Phi_A(t, t_0)x(t_0) + \int_{t_0}^t \Phi_A(t, \sigma(s))F(s, x(s))\Delta s. \quad (26) \]

**Remark 3.1.** The uniqueness of the solution is ensured since \( A(t) \) is a regressive matrix and \( f(t) = F(t, x(t)) \) is an rd-continuous function for any arbitrary time scale \( \mathbb{T} \). For more details, see [6, Theorem 5.8].

Certainly, by using an explicit formula of solutions (26), we are able to study the asymptotic aspect of solutions of nonlinear systems (1), having required some details about trajectory developments of linear systems (2) and growth rate of the perturbed term \( F(., .) \). That is why, the asymptotic properties of unperturbed systems (2) are preserved for perturbed systems (1). We are interested in developing uniform asymptotic stability of the class of nonlinear perturbed time scale systems using appropriate integral inequalities from subsection 3.1.
First, we consider the class of systems (26) with nonlinear growth disturbance
\[ \|F(t,x)\| \leq \alpha(t)\|x\| + \chi(t), \]
where \(\alpha, \chi(.) \in \mathcal{C}_rd(T, \mathbb{R}^+).\)

**Theorem 3.4.** Suppose that the linear system (2) is uniformly exponentially stable with constants \(\lambda\) and \(\gamma\) and the considered functions in (27), \(\alpha\) and \(\chi\), satisfy the following conditions:
\[
\int_{t_0}^{+\infty} \frac{\alpha(s)}{1 - \lambda \mu(s)} \Delta s \leq \tilde{d} < +\infty, \quad \int_{t_0}^{+\infty} \chi(s)e^{-\lambda(t_0, \sigma(s))} \Delta s \leq \tilde{k} < +\infty, \quad \forall \ t_0 \in T.
\]
Then the perturbed system is uniformly practically exponentially stable.

**Proof.** Let \(t_0 \in T, \ t \in T^+_t, \ \text{and} \ x(t) := x(t,t_0,x_0)\) be a solution of system (1) that satisfies the variation of constant formula (26).

Taking into account the nonlinear approximation (27) and the asymptotic aspect trajectories of system (2), we can estimate the solution \(x(t)\):
\[ \|x(t)\| \leq \gamma e^{-\lambda(t,t_0)}\|x_0\| + \gamma e^{-\lambda(t,t_0)} \int_{t_0}^{t} e^{-\lambda(t_0, \sigma(s))}(\alpha(s)\|x(s)\| + \chi(s)) \Delta s. \]

Applying Lemma 3.2 to the earlier line, we obtain
\[ \|x(t)\| \leq \gamma e^{-\lambda(t,t_0)}\|x_0\| + \gamma \{ \int_{t_0}^{t} e^{-\lambda(t_0, \sigma(s))}(\gamma \alpha(s)e^{-\lambda(s,t_0)}\|x_0\| + \chi(s)) \times \exp(\gamma \int_{\sigma(s)}^{t} \alpha(r)e^{-\lambda(r,t_0)} \Delta r) \Delta s \}. \quad (28) \]

According to the convergence of integrals provided by \(\alpha\) and \(\chi\), from (28) we extract the estimate
\[ \|x(t)\| \leq \gamma [1 + \gamma \tilde{d} \exp[\gamma \tilde{d}]]e^{-\lambda(t,t_0)}\|x_0\| + \gamma \exp[\gamma \tilde{d} \tilde{k}] e^{-\lambda(t,t_0)}. \quad (29) \]
The above means that the trivial solution of system (1) is uniformly practically exponentially stable with decreasing radius of convergence \(r(t) = \gamma \exp[\gamma \tilde{d} \tilde{k}] e^{-\lambda(t,t_0)}. \)

---
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In the following theorem, we present an application of Theorem 3.1 for getting the explicit estimation that emphasizes the required asymptotic behavior for the solutions of the perturbed time scale system (1).

**Theorem 3.5.** Suppose that the trivial solution of system (2) is uniformly exponentially stable with growth constants $\gamma$ and $\lambda$, the perturbing term $F$ satisfies the growth rate condition

$$
\|F(t, x)\| \leq P(t, \|x\|), \quad t \in \mathbb{T}, \quad x \in \mathbb{R}^n,
$$

where $P$ verifies (17) and $P(t, 0) = 0$ for all $t \in \mathbb{T}$, and there exists a constant $\theta_0 > 0$ such that

$$
\int_{t_0}^{+\infty} \frac{Q(s, \theta)}{1 - \lambda \mu(s)} \Delta s \leq \tilde{Q} < +\infty, \quad \text{for all } (t_0, \theta) \in \mathbb{T} \times [0, \theta_0].
$$

Then the trivial solution of the perturbed system (1) is uniformly asymptotically stable.

**Proof.** Let $t_0 \in \mathbb{T}$, the solution $x(., t_0, x_0)$ verify the integral equation (26),

$$
x(t) = \Phi_A(t, t_0)x_0 + \int_{t_0}^{t} \Phi_A(t, \sigma(s))F(s, x(s))\Delta s, \quad t \in \mathbb{T}_t^+.
$$

Then, taking the norms of both sides of (26), we obtain

$$
\|x(t)\| \leq \|\Phi_A(t, t_0)\|\|x_0\| + \int_{t_0}^{t} \|\Phi_A(t, \sigma(s))\|\|F(s, x(s))\|\Delta s, \quad t \in \mathbb{T}_t^+.
$$

Since the unperturbed system is uniformly exponentially stable with constants $\gamma$ and $\lambda$, the corresponding matrix exponential function satisfies

$$
\|\Phi_A(t, t_0)\| \leq \gamma e^{-\lambda(t, t_0)}, \quad t \in \mathbb{T}_t^+.
$$

It follows that

$$
\|x(t)\| \leq \gamma e^{-\lambda(t, t_0)}\|x_0\| + \gamma e^{-\lambda(t, t_0)} \int_{t_0}^{t} e^{-\lambda(t, \sigma(s))}\|F(s, x(s))\|\Delta s.
$$
Applying Theorem 3.1 and using the upper bound of perturbation (30), we get

\[
\| x(t) \| \leq \gamma e^{-\lambda(t,t_0)}\| x_0 \| + \gamma e^{-\lambda(t,t_0)} \int_{t_0}^{t} e^{-\lambda(t_0,\sigma(s))} P(s, \gamma e^{-\lambda(s,t_0)}\| x_0 \|) \]

\[
\times \exp\{ \int_{\sigma(s)}^{t} e^{-\lambda(r)} Q(r, \gamma e^{-\lambda(r,t_0)}\| x_0 \|) \| e^{-\lambda(r,t_0)}\Delta r \} \Delta s. \tag{32}
\]

Furthermore, from (17), it follows that

\[
e^{-\lambda(t_0,\sigma(s))} P(s, \gamma e^{-\lambda(s,t_0)}\| x_0 \|) \leq \frac{\gamma Q(s,0)}{1 - \lambda \mu(s)} \| x_0 \|, \quad s \in T_{t_0}^+. \tag{33}
\]

Combining (32) and (33), we obtain

\[
\| x(t) \| \leq \gamma e^{-\lambda(t,t_0)}\| x_0 \| + \gamma^2 e^{-\lambda(t,t_0)}\| x_0 \| \int_{t_0}^{t} \frac{Q(s,0)}{1 - \lambda \mu(s)} \]

\[
\times \exp\{ \gamma \int_{\sigma(s)}^{t} Q(r, \gamma) \frac{e^{-\lambda(r,t_0)}\| x_0 \|)}{1 - \lambda \mu(r)} \| \Delta r \} \Delta s\}.
\]

If \( \| x_0 \| < c := \frac{\theta_0}{\gamma} \), then taking into account (31), we get

\[
\| x(t) \| \leq \gamma e^{-\lambda(t,t_0)}\| x_0 \| + \gamma^2 e^{-\lambda(t,t_0)}\| x_0 \| \times \tilde{Q} \exp\{ \gamma \tilde{Q} \},
\]

\[
\| x(t) \| \leq \| \gamma + \gamma^2 \tilde{Q} \exp(\gamma \tilde{Q}) \| e^{-\lambda(t,t_0)}\| x_0 \|, \quad t \in T_{t_0}^+, \quad \| x_0 \| < c,
\]

which characterizes the uniform asymptotic stability of the trivial solution of the perturbed system (1) and completes the proof.

**Theorem 3.6.** Assume that all the statements of Theorem 3.5 are satisfied and condition (31) holds for all \((t_0, \theta) \in T \times R_+\). Then the trivial solution \( x = 0 \) of the system is globally uniformly asymptotically stable, i.e.,

\[
\| x(t,t_0, x_0) \| \leq \gamma e^{-\lambda(t,t_0)}\| x_0 \|, \quad t \in T_{t_0}^+, \quad x_0 \in R^n.
\]

**Proof.** Let \( t \in T_{t_0}^+ \), then the proof follows exactly as in Theorem 3.5 with the observation that

\[
\| x(t) \| \leq \gamma e^{-\lambda(t,t_0)}\| x_0 \| + \gamma^2 e^{-\lambda(t,t_0)}\| x_0 \| \int_{t_0}^{t} \frac{Q(s,0)}{1 - \lambda \mu(s)} \]
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\[ \exp \left\{ \gamma \int_{\sigma(s)}^{t} \frac{Q(r, \gamma e^{-\lambda(r,t_0)}\|x_0\|)}{1 - \lambda(r)} \Delta r \right\} \Delta s. \]

Then,
\[ \|x(t)\| \leq \gamma e^{-\lambda(t,t_0)}\|x_0\| + \gamma^2 \tilde{Q} \exp \left\{ \gamma \tilde{Q} \right\} e^{-\lambda(t,t_0)}\|x_0\|. \]

Thus,
\[ \|x(t, t_0, x_0)\| \leq [\gamma + \gamma^2 \tilde{Q} \exp(\gamma \tilde{Q})] e^{-\lambda(t,t_0)}\|x_0\|, \quad \forall t \in \mathbb{T}_{t_0}^{+}, \forall x_0 \in \mathbb{R}^n. \]

The theorem is proved.

Under rather restrictive conditions, that is, the integral boundedness of upper bound perturbation, using inequalities of solutions given in Lemma 3.4, we obtain the following characterization of the global uniform asymptotic stability.

**Corollary 3.7.** If the following conditions are satisfied:

(i) equation (2) is uniformly exponentially stable with growth constants \( \gamma \) and \( \lambda \);

(ii) the perturbed term satisfies the growth bound
\[ \|F(t, x)\| \leq \alpha(t)\beta(\|x\|), \quad t \in \mathbb{T}, \quad x \in \mathbb{R}^n, \] (34)

where \( \alpha \in C_{rd}(\mathbb{T}, \mathbb{R}^+), \beta : \mathbb{R}^+ \to \mathbb{R}^+ \) a differentiable increasing function with \( \beta(0) = 0 \) and there exists positive constant \( \omega_0 \) such that \( \beta' \) is decreasing and bounded on \([0, \omega_0]\) with upper bound \( M > 0 \);

(iii)
\[ \int_{t_0}^{+\infty} e^{-\lambda(t_0, \sigma(s))\alpha(s)\Delta s} \leq \bar{\alpha}_1, \quad \int_{t_0}^{+\infty} \frac{\alpha(s)}{1 - \lambda(s)\mu(s)} \Delta s \leq \bar{\alpha}_2, \quad \forall t_0 \in \mathbb{T}, \]

then, the trivial solution is uniformly asymptotically stable.

**Proof.** For any initial condition \( x_0 = x(t_0) \), the solution of (1) satisfies
\[ x(t) = \Phi_A(t, t_0)x(t_0) + \int_{t_0}^{t} \Phi_A(t, \sigma(s))F(s, x(s))\Delta s. \]

By the uniform exponential stability of (2) with growth constants \( \gamma \) and \( \lambda \), the transition matrix verifies \( \|\Phi_A(t, t_0)\| \leq \gamma e^{-\lambda(t,t_0)} \) for all \( t \in \mathbb{T}_{t_0}^{+} \). Taking the norms of both sides and using Lemma 3.4, we have
\[ \|x(t)\| \leq \gamma e^{-\lambda(t,t_0)}\|x_0\| + \gamma e^{-\lambda(t,t_0)} \int_{t_0}^{t} \alpha(s)e^{-\lambda(t_0, \sigma(s))\beta(\gamma e^{-\lambda(s,t_0)}\|x_0\|)} \]

P r o o f. For any initial condition \( x_0 = x(t_0) \), the solution of (1) satisfies
\[ x(t) = \Phi_A(t, t_0)x(t_0) + \int_{t_0}^{t} \Phi_A(t, \sigma(s))F(s, x(s))\Delta s. \]

By the uniform exponential stability of (2) with growth constants \( \gamma \) and \( \lambda \), the transition matrix verifies \( \|\Phi_A(t, t_0)\| \leq \gamma e^{-\lambda(t,t_0)} \) for all \( t \in \mathbb{T}_{t_0}^{+} \). Taking the norms of both sides and using Lemma 3.4, we have
\[ \|x(t)\| \leq \gamma e^{-\lambda(t,t_0)}\|x_0\| + \gamma e^{-\lambda(t,t_0)} \int_{t_0}^{t} \alpha(s)e^{-\lambda(t_0, \sigma(s))\beta(\gamma e^{-\lambda(s,t_0)}\|x_0\|)} \]
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× \exp\left[ \int_{\sigma(s)}^{t} \alpha(r)e_{-\lambda}(t_0, \sigma(r))\beta'(\gamma e_{-\lambda}(r, t_0))\|x_0\|\gamma e_{-\lambda}(r, t_0)\Delta r \right] \Delta r \right] \Delta s \text{ for all } t \in T_{t_0}^+.

It follows that

\|x(t)\| \leq \gamma e_{-\lambda}(t, t_0)\|x_0\| + \gamma e_{-\lambda}(t, t_0) \int_{t_0}^{t} \alpha(s)e_{-\lambda}(t_0, \sigma(s))\beta(\gamma e_{-\lambda}(s, t_0)\|x_0\|) \times \exp\left[ \gamma \int_{\sigma(s)}^{t} \frac{\alpha(r)}{1 - \lambda\mu(r)}\beta'(\gamma e_{-\lambda}(r, t_0))\|x_0\|\Delta r \right] \Delta s, \text{ for all } t \in T_{t_0}^+.

Let us consider a constant \( \varepsilon > 0 \).

Since \( \beta \) is continuous and \( \beta(0) = 0 \), there exists \( \delta_1(\varepsilon) > 0 \) such that

\[ \|x_0\| \leq \min\left\{ \frac{\delta_1(\varepsilon)}{\gamma}, \frac{\omega_0}{\gamma} \right\} \text{ implies } \beta(\gamma\|x_0\|) \exp(\gamma\hat{\alpha}_1) \leq \frac{\varepsilon}{2\gamma\hat{\alpha}_1}. \]

Denote \( \delta(\varepsilon) := \min\left\{ \frac{\varepsilon}{2\gamma}, \frac{\delta_1(\varepsilon)}{\gamma}, \frac{\omega_0}{\gamma} \right\}. \)

If the initial condition satisfies \( \|x_0\| \leq \delta(\varepsilon) \), then, \( \|x(t)\| \leq \varepsilon \forall t \in T_{t_0}^+ \).

Consequently, the trivial solution of the perturbed system (1) is uniformly stable.

Moreover, for every initial state with \( \|x_0\| \leq c = \frac{\omega_0}{\gamma} \), we obtain the estimation

\[ \|x(t)\| \leq \gamma[c + \hat{\alpha}_1\beta(\gamma c)\exp(\gamma\hat{\alpha}_1)\|x_0\|]e_{-\lambda}(t, t_0), \forall t \in T_{t_0}^+. \]

So, there exists

\[ T(\varepsilon, c) = -\frac{1}{\lambda} \ln\left( \frac{\varepsilon}{\gamma[c + \hat{\alpha}_1\beta(\gamma c)\exp(\gamma\hat{\alpha}_1)\|x_0\|]} \right) \]

such that for all \( t \in [t_0 + T(\varepsilon), +\infty] \), we get \( \|x(t, t_0, x_0)\| < \varepsilon \). It follows that the trivial solution of equation (1) is uniformly asymptotically stable.

To illustrate the useless of integral estimation obtained in Theorem 3.2, we state the previous theorem. Using this integral estimation, we study the stability property pertaining to the case where the initial conditions are arbitrarily enlarged and the solutions of the system converge, in a stable way, to a closed ball centered on the origin, not necessary to the latter.
Theorem 3.8. If the fundamental matrix of the solution of the linear system of the first approximation satisfies the condition

$$\| \Phi_A(t, t_0) \| \leq \gamma e^{-\lambda (t, t_0)}, \quad t \in T_{t_0}^+,$$

with $\gamma \geq 1$, $\lambda > 0$, $(-\lambda) \in \mathbb{R}^+$, $F$ satisfies the relation

$$\| F(t, x) \| \leq P(t, \| x \|) + h(t), \quad t \in T, \quad x \in \mathbb{R}^n,$$

$P$ verifies condition (17), $h \in C^{rd}(T, \mathbb{R}^+)$ is a non-vanishing continuous function satisfying

$$\int_{t_0}^{+\infty} e^{-\lambda (t_0, \sigma(s))} h(s) \Delta s \leq \tilde{h} < +\infty, \quad \forall t_0 \in T,$$

and $Q$ verifies relation (31) for all $(t_0, \theta) \in T \times \mathbb{R}_+$, then the trivial solution is uniformly practically exponentially stable.

Proof. By using Theorem 3.2, we can proceed with the same calculation as in the proof of Theorem 3.6 to estimate the norms of $x(t)$. Hence we get

$$\| x(t) \| \leq \gamma e^{-\lambda (t, t_0)} \| x_0 \| + \gamma e^{-\lambda (t, t_0)} \int_{t_0}^{t} [e^{-\lambda (t_0, \sigma(s))} P(s, \gamma e^{-\lambda (s, t_0)}) \| x_0 \|] ds$$

$$+ e^{-\lambda (t_0, \sigma(s))} h(s) \exp \left[ \int_{\sigma(s)}^{t} e^{-\lambda (t_0, \sigma(r))} Q(r, \gamma e^{-\lambda (r, t_0)}) \| x_0 \| \gamma e^{-\lambda (r, t_0)} \Delta r \right] ds,$$

$$\forall t \in T_{t_0}^+.$$

Taking into account (33), (36), with a correct choice of $\| x_0 \|$, it easy to get

$$\| x(t, t_0, x_0) \| \leq [\gamma + \gamma^2 \tilde{Q} \exp \{ \gamma \tilde{Q} \}] e^{-\lambda (t, t_0)} \| x_0 \| + \gamma \tilde{h} \exp \{ \gamma \tilde{Q} \} e^{-\lambda (t, t_0)}, \quad \forall t \in T_{t_0}^+.$$

This estimation implies that the trajectories possess a uniform practical exponential behavior. Thus the theorem is proved.

Motivated by works of S.V. Babenko and A.A. Martynyuk [3] that are interested in the analysis stability of quasi-linear dynamics equations described by (1) with nonlinear perturbation of the form

$$\| F(t, x) \| \leq a(t) \| x \|^p \quad \text{with} \quad a(.) \in C^{rd}(T, \mathbb{R}^+)$$

(37)

for $p > 1$, we want to cover the situation for $p \in [0, 1]$. We derive a sufficient criteria for the uniform exponential stability using the time scale version of Hölder’s inequality.
Theorem 3.9. If the following conditions are satisfied:

(i) the perturbed term $F(t,x)$ verifies growth condition (37) with $p \in ]0,1[$;

(ii) $\int_{t_0}^{\infty} \{e_{-\lambda}(t_0,\sigma(s))a(s)\}^{\frac{q}{p}} \Delta s \leq \tilde{a}$, $\forall \, t_0 \in \mathbb{T}$, with $q = 1 - p$;

(iii) equation (2) is uniformly exponentially stable with positive constants $\lambda$ and $\gamma$, then the trivial solution $x(t) \equiv 0$ of system (1) is uniformly exponentially stable.

Proof. The solution of the perturbed system is given by a variation of constant formula (26):

$$x(t) = \Phi A(t,t_0)x(t_0) + \int_{t_0}^{t} \Phi A(t,\sigma(s))F(s,x(s))\Delta s$$

or

$$\|x(t)\| \leq \|\Phi A(t,t_0)\|\|x(t_0)\| + \int_{t_0}^{t} a(s)\|\Phi A(t,\sigma(s))\|\|x(s)\|^p \Delta s.$$  

We have

$$\|x(t)\| \leq \gamma e^{-\lambda(t,t_0)}\|x(t_0)\| + \gamma e^{-\lambda}(t,t_0) \int_{t_0}^{t} a(s)e^{-\lambda(t_0,\sigma(s))}\|x(s)\|^p \Delta s$$  \hspace{1cm} (38)

since the homogeneous system is uniformly exponentially stable.

From time scale version of Hölder’s inequality [6, Theorem 6.13], we have

$$\int_{t_0}^{t} a(s)e^{-\lambda(t_0,\sigma(s))}\|x(s)\|^p \Delta s \leq [\int_{t_0}^{t} \{a(s)e^{-\lambda(t_0,\sigma(s))}\}^{\frac{q}{p}} \Delta s]^q \times [\int_{t_0}^{t} \|x(s)\|^{q^p} \Delta s]^p.$$  

Then (38) implies

$$\|x(t)\| \leq \gamma e^{-\lambda(t,t_0)}\|x(t_0)\| + \gamma e^{-\lambda}(t,t_0)[\int_{t_0}^{t} \{a(s)e^{-\lambda(t_0,\sigma(s))}\}^{\frac{q}{p}} \Delta s]^q \times [\int_{t_0}^{t} \|x(s)\|^{q^p} \Delta s]^p.$$  

By integrating both sides of (39) from $t_0$ to $\infty$, we obtain

$$\int_{t_0}^{+\infty} \|x(s)\| \Delta s \leq \gamma \int_{t_0}^{+\infty} e^{-\lambda(s,t_0)} \Delta s \|x_0\| + \int_{t_0}^{+\infty} \|x(s)\|^{q^p} \Delta s \times \gamma \int_{t_0}^{+\infty} e^{-\lambda(s,t_0)}$$
If
\[ z = \int_{t_0}^{+\infty} \|x(s)\| \Delta s, \]
\[ b = \gamma \int_{t_0}^{+\infty} e^{-\lambda(s,t_0)} \Delta s |x_0| = \frac{\gamma}{\lambda} \|x_0\|, \]
and
\[ c = \gamma \int_{t_0}^{+\infty} e^{-\lambda(s,t_0)} \left( \int_{t_0}^{s} \left\{ a(r)e^{-\lambda(t_0,\sigma(r))} \right\} \frac{1}{q} \Delta r \right)^q \Delta s, \]
then the last inequality shows that the nonnegative number \( z \) satisfies the inequality \( z \leq b + cz^p \). It is easy to see that
\[ z \leq z_0, \tag{40} \]
where \( z_0 \) is the unique positive root of the equation \( z = b + cz^p \).

Moreover, from (40), it follows that
\[ \int_{t_0}^{t} \|x(s)\| \Delta s \leq \int_{t_0}^{+\infty} \|x(s)\| \Delta s \leq z_0. \tag{41} \]
Substituting (41) in inequality (39), we obtain
\[ \|x(t)\| \leq \gamma e^{-\lambda(t,t_0)} \|x_0\| + \gamma z_0^p \tilde{a}^q e^{-\lambda(t,t_0)} \text{ for all } t \in T_{t_0}^+. \tag{42} \]
Taking into account that \( \mathbb{R} \) is archimedean, we can conclude that there exists \( N \in \mathbb{N} \) such that
\[ z_0^p \leq \frac{N \gamma}{c\lambda} \|x_0\|. \tag{43} \]
Combining (42) and (43), we obtain the desired behavior.

### 3.3. Quadratic Stability

We have studied some types of stability via the time scale version of dynamical integral inequalities. To study the stability of perturbed systems with growth rate conditions of the form (30), we are in position to discuss the asymptotic stability by using direct Lyapunov’s method. This approach was developed by
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several authors (see, e.g., [23], [32] [27] and [4]). Motivated by works of Da-cunha [13], we give some sufficient conditions for the existence of the quadratic Lyapunov function that ensure the desired asymptotic convergence of trajectories. He was interested in quadratic functions defined for every symmetric matrix $B(t) \in C^1_{rd}(\mathbb{T}, \mathbb{R}^{n \times n})$ as $V_1(t, x(t)) = x^T(t)B(t)x(t)$. Obviously, we have the growth rate condition of the perturbed term $F$ in the form

$$\|F(t, x)\| \leq \alpha(t) \|x(t)\|,$$

(44)

where $\alpha(t) := Q(t, 0)$ for all $t \in \mathbb{T}$, $x \in \mathbb{R}^n$ and $Q$ as defined in relation (17). The asymptotic aspect of any solution $x(t)$ of system (1) results from the evolution of the quadratic energy function mentioned below.

The delta derivative of the quadratic function $V_1(t, x(t))$ is given by

$$[V_1(t, x(t))]^\Delta = [x^T(t)B(t)]^\Delta x(t) + x^T(t)B(t)x(t) + \alpha(t) x(t)$$

\begin{align*}
&= x^T(t)B^\Delta(t)x(t) + x^T(t)A^T(t)B(t)x(t) + x^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t) \\
&+ \mu(t)x^T(t)A^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t) \\
&+ \mu(t)x^T(t)A^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t) \\
&+ \mu(t)x^T(t)A^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t) \\
&+ \mu(t)x^T(t)A^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t) \\
&+ \mu(t)x^T(t)A^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t) \\
&+ \mu(t)x^T(t)A^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t) \\
&+ \mu(t)x^T(t)A^T(t)B(t)x(t) + \mu(t)x^T(t)A^T(t)B^\Delta(t)x(t).
\end{align*}

**Theorem 3.10.** If for all $t \in \mathbb{T}$ there exists a positive definite symmetric matrix function $B(t) \in C^1_{rd}(\mathbb{T}, \mathbb{R}^{n \times n})$, and $a_1, a_2, b_1, b_2 \in \mathbb{R}_+$ such that

(i) $a_1 I \leq B(t) \leq a_2 I$,

(ii) $b_1 I \leq B^\Delta(t) \leq b_2 I$,

(iii) $W_1(t) \leq 0$,

where

$$W_1(t) = b_2 I_n + A^T(t)B(t) + B(t)A(t) + \mu(t)B^\Delta(t)A(t) + B(t)B(t)$$

\begin{align*}
&+ \mu(t)A^T(t)B^\Delta(t) + \mu(t)A^T(t)B(t)A(t) + \mu(t^2A^T(t)B^\Delta(t)A(t) \\
&+ \alpha(t)^2\{2\mu(t)^2 + \mu(t)^4 + 1\} + \mu(t)A_2 + \mu(t^2b_2)I_n \\
&+ B^\Delta(t)B^\Delta(t) + A^T(t)B(t)B(t)A(t) + A^T(t)B^\Delta(t)B^\Delta(t)A(t),
\end{align*}

then system (1) is uniformly stable.
Proof. Let us consider $x(\cdot) = x(\cdot, t_0, x_0)$, an arbitrary trajectory of system (1).

Define $\Phi : \mathbb{M}_{n,1}(\mathbb{R}) \times \mathbb{M}_n(\mathbb{R}) \times \mathbb{M}_{n,1}(\mathbb{R}) \rightarrow \mathbb{R}^+, (x, M, y) \mapsto [x^T M y + y^T M^T x]$. Using the inequality of polarization, we can estimate certain quantities of the time scale derivative of $[V_1(t, x(t))]^\Delta$:

$$
\Phi(x(t), A^T(t)B(t), \mu(t)F(t, x)) \leq \mu(t)^2 \|F(t, x)\|^2 + x^T(t)A^T(t)B(t)B(t)A(t)x(t),$
$$
\Phi(x(t), B^\Delta(t), \mu(t)F(t, x)) \leq \mu(t)^2 \|F(t, x)\|^2 + x^T(t)B^\Delta(t)B^\Delta(t)x(t),$
$$
\Phi(x(t), A^T(t)B^\Delta(t), \mu(t)^2F(t, x)) \leq \mu(t)^4 \|F(t, x)\|^2 + x^T(t)A^T(t)B^\Delta(t)B^\Delta(t)A(t)x(t),$
$$
\Phi(x(t), B(t), F(t, x)) \leq \|F(t, x)\|^2 + x^T(t)B(t)B(t)x(t).$$

Taking the time derivative $[V_1(t, x(t))]^\Delta$ and using inequalities (45) and the fact that the perturbed term has the upper bound (44), one obtains

$$
[V_1(t, x(t))]^\Delta \leq x^T(t)\{b_2 I_n + A^T(t)B(t) + B(t)A(t) + \mu(t)B^\Delta(t)A(t) + B(t)B(t)
+ \mu(t)A^T(t)B^\Delta(t) + \mu(t)A^T(t)B(t)A(t) + \mu(t)^2 A^T(t)B^\Delta(t)A(t)
+ \alpha(t)^2 \{2\mu(t)^2 + \mu(t)^4 + 1\} + \mu(t)\alpha_2 + \mu(t)^2 b_2 I_n
+ B^\Delta(t)B^\Delta(t) + A^T(t)B(t)B(t)A(t) + A^T(t)B^\Delta(t)B^\Delta(t)A(t)\}x(t)
= x^T(t)W(t)x(t).
$$

From (iii), we have

$$
[V_1(t, x(t))]^\Delta \leq 0 \quad \text{for all } t \in \mathbb{T}_{t_0}^+.
$$

By integrating (46) from $t_0$ to $t$, one can write

$$
V_1(t, x(t)) \leq V_1(t_0, x_0) \quad \text{for all } t \in \mathbb{T}_{t_0}^+.
$$

Moreover, we note that from (i) and (47), we obtain

$$
\|x(t)\| \leq \frac{V(t, x(t))}{a_1} \leq \sqrt[\alpha_2]{\left\|x(t_0)\right\|} \quad \text{for all } t \in \mathbb{T}_{t_0}^+.
$$

Consequently, it can be concluded that the perturbed system is uniformly stable. This completes the proof of the theorem.

**Theorem 3.11.** If for all $t \in \mathbb{T}$ there exists a positive definite symmetric matrix function $B(t) \in C^1_{rd}(\mathbb{T}, \mathbb{R}^{n \times n})$, and $a_1, a_2, b_1, b_2, c \in \mathbb{R}^+$ with $\frac{c}{a_2} \in \mathbb{R}^+$ such that

(i) $a_1 I \leq B(t) \leq a_2 I$, 
(ii) $b_1 I \leq B^\Delta(t) \leq b_2 I$, 
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(iii) $W_1(t) \leq -cI$,
then system (1) is uniformly exponentially stable.

Proof. Consider the Lyapunov function $V_1(t, x(t)) = x^T(t)B(t)x(t)$ along an arbitrary trajectory $x(t, t_0, x_0)$ of system (1). Following the same approach as in the proof of the previous theorem, we arrive at

$$[V_1(t, x(t))]^\Delta \leq -c\|x(t)\|^2 \quad \text{for all } t \in T_{t_0}^+.$$ 

It easy to see that

$$a_1\|x(t)\|^2 \leq V(t, x) \leq a_2\|x(t)\|^2 \quad \text{for all } t \in T_{t_0}^+.$$ 

Hence,

$$[V_1(t, x(t))]^\Delta \leq -\frac{c}{a_2}V(t, x(t)) \quad \text{for all } t \in T_{t_0}^+. \quad (48)$$

Using Comparison Theorem 2.1, we obtain the following estimation from (48):

$$V_1(t, x(t)) \leq V(t_0, x_0)e_{-\frac{c}{a_2}(t, t_0)} \quad \text{for all } t \in T_{t_0}^+.$$ 

Consequently,

$$\|x(t)\| \leq \sqrt{\frac{a_2}{a_1}}\|x(t_0)\|\sqrt{e_{-\frac{c}{a_2}(t, t_0)}} \quad \text{for all } t \in T_{t_0}^+. \quad (49)$$

Immediately, the trivial solution of the perturbed system is uniformly exponentially stable with rate $-\frac{c}{a_2}$. This finishes the proof of the theorem.

According to the control analysis, the stability of dynamical control systems is the main feature that should be taken to the consideration while choosing the design of the system. By using a closed-loop design, we can study the exponential stabilization with a linear state feedback control $u(t) = K(t)x(t)$ of nonlinear systems of the form

$$x^\Delta(t) = A(t)x(t) + C(t)u(t) + f(t, x(t), u(t)), \quad (50)$$

where $K : T \to \mathbb{R}^{n \times n}, C : T \to \mathbb{R}^{n \times m}$ are variant matrices ($m \leq n$) and $f$ is an rd-continuous function.

Take into account that the perturbed term $f$ satisfies a linear growth condition similar to (44),

$$\|f(t, x, u)\| \leq \zeta(t)\|x(t)\|, \quad (51)$$

where $\zeta \in C_{rd}(\mathbb{T}, \mathbb{R}_+)$, $x \in \mathbb{R}^n$ and $u \in \mathbb{R}^m$. For the consideration of the existence and uniqueness of solutions of the admitted class of systems, as proved in [6,
section 8.2], we suppose that the matrix function $A + CK$ is regressive, $f$ being rd-continuous. Related to Theorem 3.11, for the explicit form of $W_1(t)$, we replace $A(t)$ by $A(t) + C(t)K(t)$ to get a new expression denoted by $W_2(t)$. In this situation, using the closed loop design, we can postulate this result for (50).

Proposition 3.1. If for all $t \in T$ there exists a positive definite symmetric matrix function $B(t) \in C_{rd}^1(T, \mathbb{R}^{n \times n})$, and $a_1, a_2, b_1, b_2, c \in \mathbb{R}^+$ with $\frac{c}{a_2} \in \mathcal{R}^+$ such that

(i) $a_1 I \leq B(t) \leq a_2 I$,
(ii) $b_1 I \leq B^\Delta(t) \leq b_2 I$,
(iii) $W_2(t) \leq -cI$,

then the nonlinear control system (50) is uniformly exponentially stabilizable by the control $u(t) = K(t)x(t)$.

Proof. We consider system (50) in a closed loop with the feedback controller $u(t) = K(t)x(t)$, we obtain a system as in (1), and then, by using Theorem (3.11), we can deduce that $u(t) = K(t)x(t)$ stabilizes system (50) uniformly and exponentially.

Now we consider the Lyapunov function for system (1):

$$V_3(t, x(t)) = \langle B(t)x(t), x(t) \rangle + \|x(t)\|^2.$$  (52)

The delta derivative of the scalar function

$$V_2(t, x(t)) = \|x(t)\|^2 = x^T(t)x(t)$$

with respect to $t$ has the form

$$[V_2(t, x(t))]^\Delta = [x^T(t)]^\Delta x(t) + x^T(\sigma(t))x^\Delta(t)$$
$$= x^T(t)[A^T(t) + A(t) + \mu(t)A^T(t)A(t)]x(t)$$
$$+ F^T(t, x)x(t) + x^T(t)F(t, x)$$
$$+ \mu(t)x^T(t)A^T(t)F(t, x) + \mu(t)F^T(t, x)A(t)x(t)$$
$$+ \mu(t)\|F(t, x)\|^2.$$  

Theorem 3.12. If there exists a positive definite symmetric matrix function $B(t) \in C_{rd}^1(T, \mathbb{R}^{n \times n})$, and $a_1, a_2, b_1, b_2, c \in \mathbb{R}^+$ such that

(i) $a_1 I \leq B(t) \leq a_2 I$,
(ii) $b_1 I \leq B^\Delta(t) \leq b_2 I$, 
(iii) $W_3(t) \leq 0$,

where

$$W_3(t) = A^T(t) + A(t) + (1+\mu(t))A^T(t)A(t) + \{1+\alpha(t)^2(1+\mu(t) + \mu(t)^2)\}I_n + W_1(t),$$

then system (1) is uniformly stable.

**Proof.** Let us consider $x(t) := x(t, t_0, x_0)$, an arbitrary solution of system (1). Now we are in a position to show that $V(t, x(t))$, as defined in (52), is a Lyapunov function.

To verify this, we substitute the above inequalities with growth rate condition of the perturbed term and obtain

$$F^T(t, x(t))x(t) + x^T(t)F(t, x) \leq \|x(t)\|^2 + \|F(t, x)\|^2,$$

$$\Phi(x(t), A^T(t), \mu(t)F(t, x)) \leq \mu(t)^2\|F(t, x)\|^2 + x^T(t)A^T(t)A(t)x(t). \quad (53)$$

The delta derivative of the Lyapunov function $V_3$ along the trajectories of system (1) is given by

$$[V_3(t, x(t))]^\Delta = [V_1(t, x(t))]^\Delta + [V_2(t, x(t))]^\Delta. \quad (54)$$

Taking into consideration relations (45), (53), (i) and (ii), we get

$$[V_3(t, x(t))]^\Delta \leq x^T(t)W_3(t)x(t) \leq 0.$$

Analogously as in the proof of Theorem 3.10, the required feature of the stability holds. The proof is completed.  

**Theorem 3.13.** If there exists a positive definite symmetric matrix function $B(t) \in C^1_{rd}(T, \mathbb{R}^{n \times n})$, and $a_1, a_2, b_1, b_2, c \in \mathbb{R}^+$ with $\frac{c}{a_2} \in \mathcal{R}^+$ such that

(i) $a_1 I \leq B(t) \leq a_2 I$, 
(ii) $b_1 I \leq B^\Delta(t) \leq b_2 I$, 
(iii) $W_3(t) \leq -c I$,

then system (1) is uniformly exponentially stable.

**Proof.** The proof follows exactly as in Theorem 3.11, with the observation that the Lyapunov function $V_3$ decreases exponentially over time in evolution. We omit the details.  

---
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Of course, the problem at hand is obtaining a proper scalar function. Now we can introduce a new form of the energy scalar function below.

**Definition 3.1.** Let \( B(t) \) be a symmetric matrix such that \( B(t) \in \mathcal{C}^1_{rd}(T, \mathbb{R}^{n \times n}) \) and \( V_4 \) be a candidate energy function given by

\[
V_4(t,x(t)) = x^T(t)B(t)x(t) + a(\|x(t)\|),
\]

where \( a: \mathbb{R}_+ \rightarrow \mathbb{R}_+ \) a differentiable strictly increasing function with \( a(0) = 0 \).

The delta derivative of \( V \) along the trajectory of system (1) is given by

\[
[V_4(t,x(t))]^\Delta = [x^TB(t)x(t)]^\Delta t + [a(\|x(t)\|)]^\Delta t.
\]

So, there exists \( c \) in the real interval \([t, \sigma(t)]\) such that

\[
[a(\|x(t)\|)]^\Delta t = \frac{a'(\|x(c)\|)}{2\|x(c)\|} [x^TB(t)x(t)]^\Delta t.
\]

We define the operator \( \omega(t) := \frac{a'(\|x(c)\|)}{2\|x(c)\|} \) for \( t \in T \).

**Theorem 3.14.** If there exists a positive definite symmetric matrix function \( B(t) \in \mathcal{C}^1_{rd}(T, \mathbb{R}^{n \times n}) \), and \( a_1, a_2, b_1, b_2 \in \mathbb{R}_+ \) such that

\[
\begin{align*}
(i) & \quad a_1 I \leq B(t) \leq a_2 I, \\
(ii) & \quad b_1 I \leq B^\Delta(t) \leq b_2 I, \\
(iii) & \quad W_4(t) \leq 0,
\end{align*}
\]

where

\[
W_4(t) = \omega(t)\{A^T(t)+A(t)+(1+\mu(t))A^T(t)A(t)+(1+\alpha(t)^2(1+\mu(t)+\mu(t)^2))I_n\} + W_1(t),
\]

then system (1) is uniformly stable.

**Proof.** Let us consider \( x(t) := x(t,t_0,x_0) \), an arbitrary solution of system (1). Now it is possible to show that \( V_4(t,x(t)) \), as defined in (55), is a decreasing function. Using the same approach of the proof as in the precedent theorem, we arrive at

\[
V_4^\Delta(t,x(t)) \leq 0 \quad \text{for all} \quad t \in T_{t_0}^+.
\]

Integrating it from \( t_0 \) to \( t \), we get \( V(t,x(t)) \leq V(t_0,x_0) \). Combine the inequality above with relation (i),

\[
V_4(t,x(t)) \leq a_2\|x_0\|^2 + a(\|x_0\|) := \beta(\|x_0\|).
\]
It is trivial to see that $\beta(.)$ is a strictly increasing continuous function. Consequently,

$$\|x(t)\| \leq \frac{1}{a_1} \sqrt{\beta(\|x_0\|)} \quad \text{for all} \quad t \in T_{t_0}^+,$$

which implies that the trivial solution of system (1) is uniformly stable. ■

4. Conclusion

The intent of this paper is to develop some growth rate conditions on the nonlinear perturbations, which provide a uniform asymptotic convergence of trajectories, using the appropriate integral inequalities on time scales. Moreover, we use the linear matrix inequality approach to infer the asymptotic stability for perturbed time scale systems.
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